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Abstract: Abstract: DES multi-modeling appears to be well adapted to management of
production system operating modes. Associating a specific model of the process to be
controlled and its specifications is in fact natural. However, conceptual problems
involving the control aspect may arise, when an admissible distinctive behavior set is
specified without considering the ensuing complexity. The aim of this paper is to specify
and validate formally operating mode management under generalized conditions.
Basically, the paper extends the model commutation problem (process-limited) from one-
to-one to one-to-all. Its main results concern the generalized tracking mechanism for a

different process behavior combination.
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1. INTRODUCTION

Today, industrial system efficiency results in not only
high productivity rates but also high reactivity
performance. This means that, whilst a process is well
controlled for a given requirement, an unwanted event
must cause it to operate differently (products must
continue depending on the system reactivity). When
more that one unwanted event is considered, process
multiple behavior can be accepted. We assume that
the process remains unchanged in an operating mode,
but process potentiality (structure and performance
characteristics) changes drastically when an
exceptional event occurs and this means that the
original process has changed. Well structured
reactivity will depend firstly on the organization of
data emitted from the enterprise level to the execution
plant and secondly on control adaptability. Operating
mode management offers both an industrial and a
scientific challenge in relation to this last point. The
main problems encountered in this area are correct
specification definition, exhaustive validation and
modified process behavior management.

Generally, specification description needs to include
nominal and exceptional admissible behaviors. If

nominal behaviors are not unique and their definition
is laborious (full power operation, downgraded
operation, etc.), taking exceptional behaviors into
account increases complexity. Reasons for an
improperly defined specification set are probably lack
of well adapted methodology (even when sectarian
methods exist or depend on standards adaptation ISA
88") or insufficient knowledge of legal commutation
procedures.

Validation ensures correctness of all predefined
requirements at design stage and will establish
whether required operating modes are possible, well
connected and sufficiently accessible. Thus,
validation considers not only internal mode behavior,
but also mode commutations, which must establish a
set of conditions governing commutation, starting
state and recovery state from one mode to another.
Partial contributions to solving this problem have
been provided wusing empirical approaches
(GEMMA?) but these are limited for small systems.
Other contributions offer a more appropriate
modeling aspect (Statechart, (HAREL, 1996))

! International standard for flexibility in production: www.s88.info
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involving conciseness, but they remain insufficient
for proving properties essential to validation.
Automata theory provides a more formal context and
its extension will form the basis of our proposal
described in the following sections.

Formal commutation has been solved and submitted
in terms of model tracking from one mode to another.
This paper attempts to generalize the process model
commutation problem, when a distinctive operating
mode combination is considered. Process model
tracking mechanisms are studied especially with
respect to starting state recognition, on the first hand,
and recovery state recognition on the other hand.
Information channels are used to ensure commutation
enabling as described in (Lin and Wonham, 1988,
Wong et al, 2000). To maintain presentation clarity,
two distinct theorems will be introduced; the first
associated with starting state search channel, the
second with recovery state.

It should be recalled that only distinctive process
models are considered.

The paper is structured as follows:

Section 2 presents preliminaries required for
understanding the power of supervisory control
theory. Section 3 defines the multi-model concept,
adapted here solely to distinctive process behavior,
and illustrates it using an example. Section 4 presents
the information channel for solving the starting state
search process and this is formally expressed by
theorem 1. Recovery state will be presented in
section 5 and is associated with theorem 2.

Finally, this paper provides conclusions and details
research prospects.

2. PRELIMINARIES

This section introduces supervisory control theory
(SCT) and the problem of considering operating
modes.

The original SCT framework is based on
distinguishing process and specification models. The
process is seen as an uncontrolled Discrete Event
System (DES) and is designed by an automaton G.
This automaton is an event generator so that
G=(Q, Z, & qy, Q,,) with Q the set of states, X
the set of event labels, and 6 : Qx X — Q the partial
transition function which is defined at each qJQ for

a subset of events 0 JX . q, is the initial state while

Q,, U Q is the set of marker states which represent

the end of tasks or final states of process. £ contains
all possible finite strings over 2 plus the empty
string €. The definition for & can be extended to a

partial function &8:Qx ¥ - Q such that
8(q,€) =q (HqU Q) and &(q,s0) =& &q,s), 9
with 0 0% and s[X ~.

The language generated by G is (L(G) = {sOX 'O
8(qo:s)!})’ and its marked language is L (G) =
(s0X"0 8(qo,s)0Qum}. Lin(G) can be calculated by

* we write 8(q,s)! as an abbreviation of &(q,s) is defined.

Arden’s lemma (Wonham, 2002), and this will be
used in section 4.
Arden’s lemma:

Let A and B, two regular® languages.

1- A*B is always a solution of the equation X =

AX+B

2-If &£ O A, then A*B is the unique solution of the

equation X = AX+B.
The specification model E is also an automaton, and
the controlled DES S/G is obtained by composition
of G and E. S/G represents the evolution of the
process G restricted by a supervisor S. For further
explanation of theory principles, the reader is referred
to (Wonham, 2002) or (Cassandras and Lafortune,
1999) (Rudie et al, 1999).
In most cases, the system can be broken down into
numerous subsystems. Similarly, process and
specification models are the combination of several
simple models. Therefore, a current SCT application
problem is the explosion in the number of states as
the number of components increases. This explosion
is often handled by performing horizontal (modular or
decentralized) or vertical (hierarchical) break-down
of the underlying control problem (Lin and Wonham,
1988, Yoo and Lafortune, 2002, Wong et al, 2000,
Chafik and Niel, 2001).
In the other words, production systems must
manufacture various productions and react rapidly to
failures, if they are to be competitive. Different
system use corresponds to different operating modes.
Adjustment and maintenance modes are examples of
other operating modes that are absolutely necessary
for system use. However, a system does not require
all components in each operating mode. Furthermore,
specifications differ for every operating mode
because the objectives of each one are different.
Previous approaches are difficult to put into practice
on a multi-operating mode system because they
consider only one process and because specifications
must be in mutual conflict. Based on an example of
two operating modes, (Kamach et al, 2002) present a
2-model approach, in which each process model uses
different components of the global system and each
operating mode corresponds to one model. In next
section, we will extend this proposal to the general
case of any number of operating modes. In this paper,
we restrict ourselves to process models only.

3. DES MULTI-MODELING DESIGN

This section focuses on modeling operating modes by
applying a multi-model concept, which involves
designing a model process for each operating mode.
The problem of commutation between all designed
models is formalized by a proposed framework. In
this case, commutation is investigated as a channel
transmitting information defining the starting state
(return state respectively) for each model operating in
one specific mode. Commutation will be ensured by

* A regular expression over ¥ is a formal expression obtained by a
finite number of applications of operations +, ., *



an information channel formally defined using the
notion of projection.

3.1 Example of multi-model process

The aim is to generalize the formalism introduced by
(Kamach et al, 2002) to n models (with n > 2). To
introduce the proposed approach, we consider a
simple manufacturing system, in which four different
overall system models are considered: nominal mode
is represented by model G, and there are three
downgraded modes Gy;, Gy, and Ggs (figure 3). This
system features four machines as shown in figure 1.
Initially, buffer B is empty and machines M3 and M,
are performing other tasks outside the unit, but which
intervene when M; (respectively M,) breaks down
(event f;, respectively f, represented by f; in figure 2).
With event b, (respectively b;), M; (respectively M3)
takes a workpiece from an infinite bin and enters q;
or qs, state of G, (respectively q,; or qq; states). It
then deposits it in buffer B after completing its work.
M, (respectively My) operates similarly, but takes its
workpiece from B and enters q;, or q, state
(respectively qs, or qu). It then deposits it in an
infinite output bin, when it has finished its task.

—)bl M; { dl B b, M, —)ez
%f]’r] 4%

£7r,
s oM & by M, e

bi : beginning of a task on M;i={1,.., 4}
¢;: end of task on M; : i ={1,.., 4}

fj : failure of M; : j ={1, 2}

rj : repair of M : j ={1, 2}

Figure 1.a : schematic description of the
production unit example

M; (j=3,4)

Figure 2 : automata models of machines M;, M;

We assume that only M; and M, can break down and
that M, (respectively M,) can not be repaired if M;
(respectively My) is working.

Possible operating modes are represented in figure 3.

€3
2n=1{bi, e, by e}
241 = { by, e, b3, €3}
Yo ={by, e, by eq)
243 = { b3, €3, by, €4}

Z: Zn 0 Zdl a Zdz O ng O 2'
with ' = {f, 1, f5, 1}

Figure.3 : four possible production unit models

3.2 Formal description of multi-model commutation
management

The aim is to determine formally each operating
mode and the commutation conditions. To do this, we
define A as a set containing indices of all models
composing the global system with card(/A) = n < oo,
card(\) represents the number of models to be
designed. In our case, A = {n, d1, d2, d3}, so card(/\)
=4,

Let Aj g/ with i O 4, 4 We define G); as an
uncontrollable DES, taken to be an automaton of
model A;. Formally Gy; =(Qai, 2> Onis 90 Ai » Qm, Ai)-
We assume that X\; n Z;\j # [ and initially the system
is described by Gy;.

Let us define Z'M,)\j = {0y} as the set representing

the commutation event from Gy, (respectively Gy;) to
Gy (respectively Gyj). When commutation event
Ohipj, occurs, the process model becomes Gy;. In this
case, we must determine the arrival state of Gj; after
commutation and must direct Gy; to an inactive state

to disable its action. Intuitively, newly enabled Gj;
must leave its inactive state and be directed to a state
which compatible with the overall system evolution.
To do this, we introduce theorem 1 which ensures
commutation from Gj; to Gy; by using the trace or

memory of all strings that can occur from Gy to Gy;.
This memory mechanism is important to ensure
overall system tracking. Let us suppose the system is
represented by G, (figure 3). Commutation event f;
(failure event) is possible from q;; or qs;. If fj is



generated from q;;, then the memorized string
occurring in G, is (be;)*bs and, intuitively, Gg; must
be directed to qg,. But if f; is occurred from qs; then
the memorized string 1is (blel)*bl(bzez)*bz or
(bzez)*bz(blel)*bl. In this case, G4, must be directed
to q,. Theorem 1 formalizes these intuitive results.
But before introducing this theorem, two steps are
required. Firstly, we introduce an inactive state to any

G); to disable its action. Secondly, we introduce
channel information (represented by the projection
map) to ensure process tracking. The projection
(noted T, Y in the remainder of the paper) tells us

whether any component belonging simultaneously to
G and G, (machine M, for G, and Gy;) is working

or not, to decide whether to direct Gy to a state in
which M; is working, thereby ensuring system
tracking.

a) extension of G, and G

Let us extend Gy; and Gy; by adding an inactive state
Qin, Ai to the state set of the model Gj; and an inactive
state qinj to the Gy state set respectively. Occurrence
of commutation event 0y;,; will direct model Gy; to
its inactive sate iy, A and activate Gy;j from g, »j. So,
for model Gy;, the extended model will be defined as
follows:

Gki,ext = (Qki,ext’ z“M,ext ’Ski,ext’qO,M,ext ’Qm,ki,ext) wit
h

Qniext = Qi O {Ginani}

ZM,ext =X ‘)\i,}\j

Qojiext — o 1 A =2l
Qogiext =g, 1f M#A

Qmaiext = Qi

Opiex is defined as follows (Kamach et al., 2002, 2003):
1) AN, avd 0o XA, 19 ON(6, 0)!, Tev

83iext (4, 6) = 8,i(q, 0):

amme a from which oy, can occur (with i # j then
i ext (45 GM,M) = Qing,, -

Similarly, Gyjex Will be defined by the same way that
Ghiext-

b) formalization of system tracking

The aim is to define Oyjex(qinni> Oajai). Initially, Gyjex
is in inactive state qi,»j. When commutation event
Oipj occurs, Gajex Will leave qin g to reach a state q [
Q). As shown in figure 4, when event f; occurs,
G ext» Which is in qipq1, can be directed to qoo, qi2,
Q2 O q32. SO Gyjexe becomes a nondeterministic
automaton. To prevent this nondeterministic situation,
we introduce projection map Ty, ,;(Kamach et al.,

2002) as:

Thi_Aj* 2ai — 2a; SO that

o ifc(Z,n Zy)
i (0) =

We extend T, );to be defined over a language, so
that:

* *
(i ajdext i = L syuch that:

€ otherwise

(M. ajext (=€ and
(T _apext (8)0 if o O(Eyn Zy))

(Thi_ aj)ext(s)  otherwise

(T _ aj)ext (80) = {

That is, (Th; _)j)ex 1S @ projection whose effect on a

string s O Z’; is to eliminate all events 0 of s that do
not belong to () N Zy;). Projection (Th;_ »i)ex

allows, from Gy, identification of the output states of
intersection elements in Gy; when 0 ,j occurs. Thus,
from (T j)ex(s), we can determine whether

components belonging to Gy; and G); are working or
not to direct Gy to a state compatible with a
component situation.

Note that in the remainder of this paper we will
express (Th xj)ext 85 Thj ;-

The above demonstration attempts to prove that
generalization of commutation resolution assumes a
recurrent form. It shows that the information channel,
materialized by the projection function, retains only
the common components maintained from mode A; to

A

j.

4. DETERMINING Gy et STARTING STATES

Let us suppose that the set of commutation events
produced from Gy to Gy; is

Oxt AL ONAKs--- Oajais Onian where l<|<k<...<j<i<n,
i.e. model Gy, .y 1S now activated. The starting state
of this model is determined by transition function

(6kn,ext (Qinn» Oin )) given by theorem 1.

Theorem 1
0O n = I, the extended transition function
(Bnnext (Dinans %aian ) of model G ex IS given by

O ext (qin,xn > %ai,an )

O3 [qo ano i (T Co(Ty g (T (sl )SI )")si)]

Theorem 1 permits determination of the next state to
be reached in Gynex newly enabled by scanning all

strings generated from Gy; to Gy;. To illustrate this
theorem, we consider the models shown in figure 4.
The aim is to determine possible starting states of
model Gy ey after generation of failure event f; in
initial model Gy ext. Or1x2 = Oy 51 = fi can occur from
state q; or state qs; of Gyex because f; failure is
possible only when M; is working (event by).



Casel) First, let us suppose that f; has occurred from
q1.1- According to theorem 1, we have

Bat,ext (Aind1> Nnd1) = Od ext (Ain a1- 1) =

841(do ,a1> Ty a1 (81))-
This means we need to determine string s;. To do this,
we introduce language

K, ={wDZiﬁ 19, (dg1, ) :(h,1}

K, is the set of event sequences belonging to G, ,

so that f; is the next event to occur following
generation of string w. K, can be determined from

Arden’s lemma, as follows:
Let us consider model G, in figure 3. The aim is to
determine w such that 9, (qy;,®) =q;;. To do this,

we mark state q;; of G, and obtain the following
equation system:

Qo,1 = biqy,1 +baqa (1)
qii=bygs1 +eiqo T € )
Q2,1 = biqs,; +exq0, (3)
qs,1 =€2q1,1 ez, 4)

The aim is to determine qq .

Then (4) = g3, = e1(biq3,1 + €x90,1) + €2(b2q3,1 + €10,1
+¢)

= (e1b) + e2by)gs; +(e1ex Hexer)qo T2 (4)
(4)= q31=Aqs; + B where

A= elbl + ezbz

B = (e1e; + e261)qo,1 + €.

Since € O A, then (4’) allows unique solution A*B,
ie.

Q3,1 = (e1by + exba)*[(e1€2 + €2e1)qo,1 + €2]

= qzi=(eib; + eby)*(erer + ee)qon + (etby +
ebr)*e; (47)

Substituting qs; in (1) and (2) we obtain:

Qi1 = ba(eiby + exby)*(erer + €xe1)qo,
+ba(eb; +erby)*er + e qor + €

Q12 = bi(eib + exby)*(erer + €xe1)qo,
+byi(erb; + exby)*er + €3 qo

qi,1 = [baeib; + exby)*(ere; + ee) +
€ilgo; +  baeb; +esbr)*er + €
- (1")
qi2 = [bi(erb; + exbr)*(ere; + ee) +
€21q0,1 T bi(e1b; + exby)*e;
(2
Replacing (1°) and (2”) in equation (1), we obtain:
Qo = [biba(eib; + exby)*(eje; + ex¢) + bieilqe; +
biby(eib; + e;by)*e; + by + [brbi(erby + exby)*(ere; +
€¢1) T baes]qo, + babi(eb; + erbr)*er
= qo1 = [(biby + boby)(eib; + exbr)*(ere; + exe1) +
bie; + bye;]qo; + (biba+ baby) (e1b; + €2by)* e, + by
(1)
(1) = qo1 =Aqo, +B.
According to Arden’s lemma, € [ [(b;b, + byb;)(e;b;
+ eyby)*(ere; + exeq) + bie + byey], then (17) allows
unique solution A*B = K a with

K, =[(oiby+ boby)(eiby + exbr)*(erer + eze1) + biey
+ byex]*[ (biba + baby) (e1by + e2bs)*e; + by].

We can now determine the starting state of Gy e by
applying theorem 1. In fact,
T a(Kg )= [ba(esb)¥est  baes]*[by(erbs)*er]=

(baen)*

because by(esby)*e; = (baer)*, (bae2)* + brey = (brer)*,
then  [by(e;by)*ext byes]* =  ((baer)*)* = (baer)¥,
because in regular algebra (Wonham, 2001) (L*)*
=L*,

i.e. [by(eyby)*e;] = (byey)*. Since L*L* = L*, then
[ba(esbr)*ext bres]*[ba(erbr)*es]= (baer)™

S0 841 ext (Qin a15 f1) = 841(do a1 “nﬁm(Kqu )=

41(dg 41> (bzez)*) =q  (figure 4).
Theorem 1 therefore confirms the intuitive results
referred to in section 3.2.

Case?) Now if f; occurs from qs; of Gy ey, . Arden’s
lemma gives us K so that

Kq3,1 ={00|]Zn 13, (q,1, ) :%,1}

Marking the state qs;; of Gyex, the above equation
system becomes:

Qo1 = biqi,1 + bagas

qi,1 =baqs; +€1qo,

2,1 =biqs;1 + €xqo,

Qs =¢€qi1 teqy T €
As previously, we obtain:

qul = [(b]b2+ bzb])(elb] + Czbz)*(elez + eze]) + b]e]
+ baea]*[ (biba + baby) (€1by + e2by)*].

So T dl (Kq3,l ) = (bzez)*bz

Therefore

841(do a1> T a1 (qu ) =841(dg a1 (b€, )*bz)

= (o2 0f Gyy exe (figure 4).
€

Gn,ext : _> fl,l
= 1

~

() !
/

/31
e

,/fl],]

: generation of
failure event f; from
state qi,1 of Gy ext

G fi': generation of
dl,ext failure event f; from
state s of Gy ext

Figure 4 : 2 possible cases of G4 extended model
after generating f).



With a view to generalizing commutation, suppose
the system is represented by Gy and that failure
event f, has occurred (figure 3). Machine 4 will then
replace machine 2. Production will be ensured by
machines 3 and 4 and the system will be represented
by model Gg;ex. In this case, we must determine
possible starting states of model Gy o , knowing that
the system is now represented by model Gy ¢y From
Gyi.ext » tWO cases are possible:

Case 3) starting state of Gy ex is qo 2 (figure 4)

In Gy ext , failure event f; can occur from states q,, or
Q2. In this case, we compute the language
K,,, (K, , respectively). So that

K., ={00DZ:11 | 841(do,2> ) =qZ,2} and

LO :{(*) O%4 /8y (dg 2> ) =Q3,z}

1) Suppose f, is generated from q,, of Gy ext (f22,2 in
figure 5.a). In this case, we mark state q,, and, as
above, we obtain

g - a3(Ky,, ) = (bses)™.
Thus, if the starting state of Ggjex 1S Qo and f, has
occurred from g ,, then from theorem 1 we obtain:
843(do 4> Mg - a3 (Mg a1 (K DK, ) = 845(dg 45 (byey ))

=qo4 (figure 5.b). The starting state of Gy; e Will then
be Jo,4-

2) f, is now generated from g3, of Gyjext (f23’2 of
figure 5.a).
We mark state g3, , then

g1 - a3 (K, , ) = ba(esby)™ = (bses)*bs

Therefore 843(qg 45 g1 - g3(T Ky DK

n —dl 32 )

i
=843(d0 4> (bye;) by)=qy4. i.e. if the starting state of

Gl ext 1S Qoo and if f;, has occurred from qs,, , then
based on theorem 1, Gy e Will be directed to state
q1.4 (figure 5.b).

Case 4) Suppose now that the starting state of Gy ex
is qu (figure 4), thus

qu,2 ={(.0DZZI 1841 (d3.2, ) :CI2,2} and

Kq3,2 :{(*) 02 | 6d1(Q2,2, ) :%,2}

1) Suppose first that f, is generated from q,, of Gy ext
(£, of figure 5.c).
We mark state q, 5, and so my; _ 45 (Kg,,)= (bses) "

Therefore, based on theorem 1,
d43.ext (Ain 30 1) = 843(qg 4, (b3e3) ) =4 -

Thus, from G« and after £, and £,*?, have
occurred, Ggsexe Will be directed to state qo4 (figure
5.d).

2) If £, is now generated from q;, of Gy ex (f23’2 in
figure 5.c)
As above, we mark state q;, .

Then 843 ox (Qin 3> £2) = 843(dg 4 b3(bses )*) =4

Thus, after ;' and £,** have occurred, Gys ext Will be
directed to state q 4 (figure 5.d).
At this stage we can verify theorem 1. In fact

3.2 _
6A4 ot (Aings»> £577) = 843(dg 45> Tgy - g3 (7[:1411(Kq3_I )K%2 )

Figure 5 : possible cases of Gg; extended model
after generating f; and f,.

5. DETERMINING Gj; e RECOVERY STATES

We assume that after generating commutation events
Ox1, Als OO Aks- - -» OIaj, Ais OA, Ans EVENLE Opy i (in our case,
a repair event) can occur. In this case, Gy exe Will be
directed to its inactive state Qi and Gyiexe Will be



simultaneously activated, leaving its inactive state q;,;
to enter recovery state q 0 Gy;. To do this, the entire
system evolution history must be known i.e. all
strings generated from G, to Gy; and all strings that
will occur from Gy, to Gy, which will be reached a
second time, must be memorized. Theorem 2 is
introduced to ensure this mechanism.

Theorem 2:
[7n =1 the extended transition function
8)» i,ext(qin,ki’ Ot}m 7\‘1) Of rTDdeI G/ll,ext |S glven by.

i.ext (inpis Lo i)

SM,ext (9o 2> Tan i (T2 - on (nxj i Gy Lo

(M1 (81)8D)-)8)50))

Let consider the unit production example and suppose
that after generation of f; and f, failure events, unit
production is represented by model Gg;ex. At this
level, repair event r (r, respectively) can occur. If this
is the case, the system will then be directed to Gy ext
(Garexe respectively). On the other hand, when
describing our unit production, we have assumed that
M; can not be repaired if M; is working.
Consequently in Gg; o , repair event r; can occur only
from states qg4 OF qp4.

However, in cases 3 and 4 described in the last
section, we demonstrated that after generating f; and
5, Gasext 18 activated and directed to qo4 or q; 4 states
(figure 5). Two cases can therefore be distinguished.

Case 5) starting state of Gy3 ex 1S o4 6>
6.a).
r; can then occur from g4 0r 24

in figure

1) Suppose that r; has occurred from g 4,

Ky, :{(*)DZZ3 343 (do.4- @) :%,4} » we mark qoq

and then

quy , = [(bsbs + bsbs)(esby + e3bs) (eseq + eqe3) + bes

+ bey]

= Mgy q0(Ky )= (bses)’

S0 843 ext (Ain 42> 1) =

S0 843 ext (Ain 2> 1) =

8a2(do 30 a3 - a2 (Tar - a3 (Mg a1 (K IK g, K ) =3
(figure 6.b).

2) if r; has occurred from 4, then
K., :{‘*’D223 | 843(dg.4> @) =q2,4} , by marking

Qo4 We obtain my,y 4, (K, )= (bses) by

924
S0 84 ext (Ain a2 1) =
842(do 30 Ta3 o a2 (M1 o a3 (M a1 (qu )qu,z )Kcm )=
(figure 6.b)

d2,3

Case 6) if the starting state of Gysext 1S Q14 (£>? of
figure 6.c), applying theorem 2 provides us with the
same results as those of case 5.

rlz,4\\

d2 ext .

\rl

€4

Figure 6 : possible cases of Gy,
extended models after generating f;, f, and r,

6. CONCLUSION

We conclude that the proposed method ensures
commutation between different models of an overall
system reacting to exceptional situations, such as
failure event occurrence A major contribution of this
paper is that it considers reactive systems with
different objectives. Each objective (or operating
mode) is represented by a process model. If we
assume that different models develop independently,
the main problem is then to de-activate model G; and
to commute to model Gy, which will be considered as
the current process model until an exceptional event
occurs. A formal framework based on tracking events
is proposed in to ensure commutation. This
framework extends for the generalization case the
projection definition. Theorems 1 and 2 represent the
main contribution of this paper; they allow us to
determine with a recurrent form the arrival state of a
model after any commutations. Results presented in
(Kamach et al, 2003) allow us to obtain controller
synthesis for each operating mode.
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